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I Background and notation
see FoundationsofModerneprobability Kallenberg 1997

for further details

RANDOMMEASURES

SL F P Pnb sp

S S m ble sp

Mls set of o finite measures on Csis

A random measure ought to be a random

variable taking values in Mls Need a

o alg on Miss



For A c S BER Borel o alg on IR

CAB VE Mls VCA c133 C MCs

2 cylinder set

MCs o Cars AES BER 3

a o alg on MCD

MCD is the smallest o alg on MG that

makes the projections m ble



For AES define Tia MCD IR by
2 projection onto A

17A V UCA

MCs of Tin AES

MICS ve MCs VCs 1

probability measures on S

513 c R
M CS Cs saz M Cs cMCs

sees



Macs C nm Cs CEM s

a o aly on M Cs

it is MCD restricted to M Cs

A random measure on S is an Mls natured

random variable i.e a function

µ r MCs that is CF MCD m ble

If µ CM Cs then µ is a

random probability measure



A random Meas is a special case
of a kernel
T T n'the space

A kernel from T to S is a n'ble

function µ T Mls

Notation given t ET
AES ie Ct A Cults A

McneedtoshowthExpl ta Etsds is mible
a

ooo M oooo

Laplacetransformn

FH

fgo.agfcsseect.de



If µ is a kernel from T to S then µ

is a probability kernel if µ CT CM Cs

A random probability measure is a

iy H
Checkiability
µ T MCs is CTMCD m'ble

iff Haoµ is CT R m'ble TAE'S

iff t act A is IR m'ble FAE'S



Alternativelequivalettormulation

A kernel from T to S is a function

µ Tx's ooo such that

µ Ct
is a o finite areas Ft ET and

a µC A is M ble VA ES

REGULAR CONDITIONAL DISTRIBUTIONS

X an CS 5 valued random variable

Lex the distribution or laws of X

a prob meas on S



µ Lex

P XE A µCA VA ES

Eff CX J g
f CxMcdx whenever

f X 30 a s

or Elf x so

can we do the same thing with conditioning
Is PCXEAl G a random prob meas

Can we get EACH IG by integrating

Typically yes But need hypotheses



A m the space SB is a standard Borel space

if F a bijection 4 s R such that

4 is CS R un ble and

U is CR 9 m ble

A m ble subset of a complete separable
ImetricspaceisastandardBorelspace1



key hypothesis
S S Borel Sp
X S valued random var

T T M ble Sp

y T valued random var

probability
Theorem F a kernel µ from T to S such that

IPCXEAliD y.ci
A a.s VA

the regular conditional distribution

of X givenY

Notation LCxly µ Y



MY L X ly

P XEALY M Y A a s FA ES

Elf CX ly fix uCY dx a s

whenever Elf X l no

What about HG

Surprisingly XII is a special case of Xly



G sub oralg of F

T T Sr G

Y identityfunction

P XE Al G P XE Al Y

so I a prob kernel µ from R to S

i.e a randomprob meas such that

PCXE Al G ieCA a s HAE S
1 regular conditionaldistribution
of X given G

Notation L XII µ



µ L XIs

PCXEAIG MCA a s HAE'S

Elf IG fiducdx a s

whenever Elf CX tea



Helpful result

If Y EG then

Eff Xi IG fix 4 uld x

where µ LEXIG

Treat Y like a constant since it is known

then integrate w.r.to the regular
conditional distribution of X given G

When X G are indep LCXIG Lex

and this result is familiar to undergrads



Final bit of notation
If ye V are complex measures

e.g finite signed measures
then

µ X V means F c 0 such that

µ CV

Expl X Xz iid Exp x

DL X A e dx
notationallysimpler

IDLlx.t
n.xxnyaxn ie

xxdxtofonmsahfrmali3
ie



II Laplace's sunrise problem

Take a pressed penny from a museum

Flip it repeatedly

Xn result of nth flip o tails I heads

Assumptions

S o 13 S PCs power set

X n is an S valued random var

X Xz are exchangeable

X Xn El Xm Xan

tf permutations o of l n



By de Finelli's theorem see Thru 9.16in Kahlenberg

F a random prob meas µ on 5 20,13
T.deFinelli says nothing

such that about the distribution

L X Xn µ un Hn
of µ

More concisely

X X Xz au 5,59 val v.v

L Xlr µa



L Xue µ means

X Xz are conditionally ii d given ee

L Xn lie u Hn

i e P XnEA ly MCA a s th FA

µ is the unknown distribution of each Xn

If we knew this distribution flips would be ii d
Withoutknowing µ flips are dependent as we

learn from flip to flip



To complete the model we must choose a

distribution for µ
This is our prior on the unknown µ
based on whatever we may know about

the

pressed penny before flipping it

ie is an M CS val r v

L bi E M CM CSS

we must choose an element of M M Cs

to be our prior



SIMPLIFYING µ

µ is an M Cs val r v

S 0,13 S Pcs

Define 9 M Cs o I by
4 v VCE13

9 is bijective Bordonof
4 is M Cs Bea vible

F Tg is a projection

9 is Ba M S ne ble

To check use MeCs o cylindersets



Define ee µC 13

D is a o I val r v

dos obe

P Xix Xn xa lo P Xix Xn xn ly

µCx µCxz µCxn

fact Ab Q is the unknown

a 19J x 131 probability of heads

b I j x 031 we must choose a prior
distribution for 0



L ie E M.CMCEO 13

L O E M o I3

We must choose a prob meas on on as

our prior on 0

Any will do but suppose we choose one

with a density

dLIQ ffHdt posterior distribution of 0

given first n

L lo l X Xn observations



Basic calculations give

d L Q X Xn x tNa t MfCES dt

beta distribution

N I j X I I SE X

M j Xj 03I n N

The beta distribution is a special case of

the Dirichlet distribution

TheDirichlet distribution is a discrete version

of the Dirichlet process



BETA DISTRIBUTION

The beta distribution with parameters
x O and B 0 denoted BetaCa B is

the probability measure on o i proportional

a 4 f 1 isto
ta ta tf dt thfisnY.ibtuTI

Ifee BefaG.B then

die ff.ggpta cc
tP dt

Bata Ci tP dtBmefg9fis
beta function



DLA fits dt

DLA IX XD A TNCt t Mfctsdt

N CE Xj M n N

If the prior is beta then the posterior
is beta

Las BetaCa

DLA IX Xn in TNG Hmt a tf dt

ta 1N ICI t B
M
dt

LCE IX Xn BetaCa 1N BTM



EIN Flip the pressedpenny n times

Suppose we get s heads What is the probability

of heads on the fit 1
th flip Take LCo

to be uniform

PCXne.HN

P Xn 1lN ELPCXnei I l t N IN

E Pune i lo l N

Elf IN

Ef El El X X n IN



LCE Reta bi

LCE X Xn Beta Cit N HM

mean of Beta Ca p

ELOI X X
N

z
Ntm n

P Xm 41N ELElol X Xn IN

NI
n t 2

P Xm L IN D sn z
I


