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1 Almost sure convergence

The notation: “Yn
a.s.−→ Y ” or “Yn → Y a.s.”

How to say it: “Yn converges to Y almost surely.”

The idea: The actual values of Yn that you get when you perform your experiments will
converge to the actual value of Y .

The definition: We say that Yn
a.s.−→ Y if P

(
lim
n→∞

Yn = Y
)

= 1.

2 Convergence in probability

The notation: “Yn
P−→ Y ” or “Yn → Y in probability.”

How to say it: “Yn converges to Y in probability.”

The idea: If n is large, then the probability that the actual values of Yn are not close to
the actual value of Y is very small.

The definition: We say that Yn
P−→ Y if, for all ε > 0, lim

n→∞
P (|Yn − Y | > ε) = 0.

3 Convergence in distribution

The notation: “Yn
D−→ Y ” or “Yn ⇒ Y ” or “Yn → Y in distribution.”

How to say it: “Yn converges to Y in distribution.”

The idea: The actual values of Yn may not be close to the actual value of Y at all. But the
distribution functions of Yn get close to the distribution function of Y .

The definition: Let Fn(y) = P (Yn ≤ y) and F (y) = P (Y ≤ y). We say that Yn
D−→ Y if

lim
n→∞

Fn(y) = F (y) for all y such that F is continuous at y.
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4 The relationship between the three

Almost sure convergence implies convergence in probability, and convergence in probability

implies convergence in distribution. In other words, if Yn
a.s.−→ Y , then Yn

P−→ Y . And if

Yn
P−→ Y , then Yn

D−→ Y . None of the reverse implications are true, in general.

5 The law of large numbers

Let X1, X2, . . . be iid random variables with a (finite) mean µ. Let Xn = 1
n

∑n
j=1Xj. The

weak law of large numbers says that Xn
P−→ µ. The strong law of large numbers says that

Xn
a.s.−→ µ. Here is the formal statement of the weak law of large numbers.

Theorem 5.1 Let X1, X2, . . . be a sequence of iid random variables with a (finite) mean
µ = E[X1]. Then for any ε > 0,

P

(∣∣∣∣X1 +X2 + · · ·+Xn

n
− µ

∣∣∣∣ > ε

)
→ 0

as n→∞.

And here is the formal statement of the strong law of large numbers.

Theorem 5.2 Let X1, X2, . . . be a sequence of iid random variables with a (finite) mean
µ = E[X1]. Then

P

(
lim
n→∞

X1 +X2 + · · ·+Xn

n
= µ

)
= 1.

6 The central limit theorem

Consider for the moment an example that has nothing to do with probability. You should
know from calculus that

lim
n→∞

cos(1/n) = 1.

So when n is large, cos(1/n) ≈ 1. This is what is sometimes called a “first-order
approximation.” If we wanted to more precise than this, then we might calculate (using
L’Hôpital’s rule) that

lim
n→∞

n2(cos(1/n)− 1) = −1/2.

In other words, when n is large, n2(cos(1/n)−1) ≈ −1/2. Doing a little algebra on this tells
us that cos(1/n) ≈ 1− 1/(2n2). This is a “second-order approximation.” It is more accurate
than the first-order approximation.

Now, according to the law of large numbers, Xn
a.s.−→ µ as n→∞. In other words, when

n is large, Xn ≈ µ. This is a first-order approximation. The central limit theorem gives us
a second-order approximation. The central limit theorem says that

√
n(Xn − µ)

D−→ σZ,
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where σ2 = Var(X1) and Z ∼ N(0, 1). In other words, when n is large,

Xn
D
≈ µ+ (σ/

√
n)Z.

The symbol “
D
≈” means that the distribution function of the random variable on the left is

approximately equal to the distribution function of the random variable on the right. This
is a second-order approximation.

We can rewrite
√
n(Xn − µ) as

√
n(Xn − µ) =

√
n

(
X1 +X2 + · · ·+Xn

n
− µ

)
=
√
n

(
X1 +X2 + · · ·+Xn − nµ

n

)
=
X1 +X2 + · · ·+Xn − nµ√

n

In other words, the central limit theorem says that

X1 +X2 + · · ·+Xn − nµ
σ
√
n

D−→ Z.

Here is the formal statement of the central limit theorem.

Theorem 6.1 Let X1, X2, . . . be a sequence of iid random variables with a (finite) mean
µ = E[X1] and a (finite) variance σ2 = Var(X1). Then, for all real numbers a,

P

(
X1 +X2 + · · ·+Xn − nµ

σ
√
n

≤ a

)
→ Φ(a)

as n → ∞, where Φ is the cumulative distribution function of a standard normal random
variable.
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